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1. Introduction

The econometric assessment of monetary rules such as Taylor's rule (1993) has become an important field of study in the modern monetary policy literature, as that paper stimulated a series of theoretical and empirical studies with varying objectives.1 Issues such as the optimality, robustness, performance, and efficiency of monetary rules are the main focus of this research agenda. Conducting monetary policy according to simple rules that help achieve policy objectives, such as inflation targeting, has become
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1. Taylor (1999) presents various studies that provide empirical evidence on the efficiency and robustness of different monetary rules when they are used to guide the decisions of the monetary authority.
a crucial issue for price and macroeconomic stability, especially in developing economies, as it increases the transparency and credibility of the monetary authority (Woodford, 2003a). This prevents time inconsistencies in monetary policy rules (Kydland and Prescott, 1977; Barro and Gordon, 1983) and also provides transparency for the public (Svensson, 2000, 2008 and 2011).

Empirical assessment of monetary rules is useful from both the operational and academic points of view. In terms of operations, it provides a method for describing the behavior of central banks “as if” they use monetary rules, while from an academic point of view, it helps in analyzing the optimal behavior of these monetary rules. A key concept that emerges in the literature starting with Taylor (1993) is the so-called Taylor principle. According to this principle, the monetary authority increases the intervention interest rate more than proportionally to inflationary pressures, in order to lower inflation expectations and reach a long-term inflation target. Murray et al. (2008) have argued that a central bank that systematically satisfies the Taylor principle generates a stationary inflation rate as a time series; in other words, it should not exhibit a stochastic trend or a unit root behavior. Thus, the literature has linked inflation targeting with simple monetary rules in which a central bank changes the intervention interest rate of an economy according to inflation deviations from a target as an appropriate monetary intervention mechanism (Clarida et al., 1998, 1999, 2000) which should satisfy the so-called Taylor principle.

It is important to note that Taylor (1993) presents his rule as a simple ad hoc rule, in the sense that it is not derived from a macroeconomic optimization model. However, subsequent papers deduce monetary rules in the style of Taylor based on the development of a general model in which agents and the monetary authority are optimizing. The purpose of this paper is to find a monetary rule, in the style of Taylor, that is derived from an optimization problem of a central bank in an open economy, where it takes into account deviations of inflation


3. According to Mishkin (1999), central banks have followed different monetary strategies whose common denominator is the definition of a nominal anchor to “tie” agents’ inflation expectations. The strategies most widely used by central banks are: 1) monetary aggregate regimes, whose nominal anchor is monetary supply growth (called monetarism); 2) exchange rate regimes, in which the nominal anchor is the exchange rate chosen within an exchange rate band; and, 3) a target inflation rate, where the anchor is the inflation forecast (Svensson and Woodford, 2003) or the medium- to long-term inflation target.

from its target, economic cycles represented by the output gap, as well as the desire to smooth out the intervention rate and the deviation of the real exchange rate relative to a long-term target. The structure of the theoretical model developed is based on traditional foundations in the literature: a quadratic central bank loss function, a Phillips curve and an aggregate demand equation. The optimal intervention rule for an open economy is found through an optimization procedure “as if” followed by the bank. A key analytical result we find is that the optimal Taylor rule for an open economy is satisfied only if the inflation rate is not a highly persistent time series or does not exhibit stochastic trend (unit root) behavior.

Once the optimal Taylor rule is obtained in its reduced form, it leads to an econometric model that is estimated as a Markov-switching model for Colombia between 1990 and 2011. This methodology seems appropriate since the Bank of the Republic (BR) of Colombia adopted an explicit inflation targeting policy halfway through this period, in October 2000. Importantly, the empirical methodology allows estimation of whether there was a monetary policy regime switch in the BR’s behavior, consistent with a change in the parameters of the optimal Taylor rule with respect to the inflation rate and/or the output gap due to the explicit adoption of the inflation targeting monetary regime in October 2000, without having to specify exogenously the date of the possible structural regime switch. Empirical evidence is found that there were two monetary policy states or regimes in which the BR’s behavior, in terms of the optimal Taylor rule, is the opposite of the way in which the intervention interest rate reacted to changes in the inflation rate and the output gap. In one regime, which prevailed prior to October 2000 and is labeled the regime with no inflation targeting (NIT), the BR maintained a policy in which the intervention interest rate reacted statistically solely to changes in the output gap; in the other regime, which prevailed after October 2000 and is labeled the regime with inflation targeting (IT), the intervention interest rate reacted statistically only to changes in the inflation rate.

Statistical evidence is also found that the Taylor principle was satisfied only in the IT regime. According to our analytical results, which confirm analytically Murray et al.’s (2008) insight, this implies that

5. Although a Phillips curve and an aggregate demand curve are not generated from an optimization exercise within our framework, it is possible to demonstrate that they come from the idea of consumer and firm maximization. See Walsh (2010) and Woodford (2003b).
in the NIT regime the inflation rate could be a time series with a stochastic trend or unit root while in the IT regime, it should be a stationary time series. Consequently, a unit root test is performed on the inflation rate series for the time period under study, also within a Markov regime-switching model, to indirectly verify whether the Taylor principle is satisfied, consistent with the inflation-targeting policy instituted after October 2000. Empirical evidence is found that the inflation rate is a time series with a unit root in the NIT regime that prevailed before October 2000, while it is stationary in the post-October 2000 IT regime. This indirectly verifies that adoption of the IT monetary policy regime produced a structural change in the way the BR conducts monetary policy after 2000. Our combined results support the idea that an inflation targeting policy is beneficial for small countries like Colombia because it allows central banks to control inflationary shocks, steadily maintaining the inflation rate at low levels in a credible way.

This article provides two original contributions to the literature regarding monetary rules. First, it develops an optimal monetary rule in the style of Taylor for an open economy that takes into account both deviations of inflation from its target and economic cycles represented by the output gap, as well as the desire to smooth out the intervention rate and the deviation of the real exchange rate relative to a long-term target. This is an important contribution because most of the empirical literature is based on an ad hoc monetary rule that is not necessarily deduced optimally in a theoretical framework consistent with the interests of central banks. In addition, the theoretical literature on monetary rules usually focuses on rules for closed economies, considering countries such as the United States. This does not appear to be suitable for understanding the monetary policy of small and open economies such as Colombia. The key result is that we show that the Taylor principle cannot be satisfied in the optimal Taylor rule for an open economy if the inflation rate is a highly persistent time series displaying a unit root or stochastic trend.

The second contribution is that the theoretical optimal monetary rule is estimated using a Markov-switching methodology for an underdeveloped economy like Colombia. This is an important contribution, especially for Latin America, because this methodology is rarely used in the literature for countries in this part of the world. Exceptions to this trend are Kuzin (2004) which studies Germany’s Bundesbank and Murray et al. (2008) which studies the U.S. Federal Reserve also using
a Markov-switching methodology. More importantly we believe this methodology models regime switches endogenously, which seems more suitable than the typical methodology of imposing a regime switch exogenously as in Orphanides (2000).

The article is organized as follows: In Section 2 we present a review of the literature on monetary rules, while Section 3 develops the theoretical model that leads to the optimal Taylor rule for an open economy. Section 4 presents a Markov-switching econometric model that is estimated for the optimal Taylor rule developed. Section 5 contains a description of the information used in the econometric model. Section 6 provides the empirical results, while Section 7 concludes.

2. Literature review

The appearance of the concept of rational expectations and its subsequent use in macroeconomic theory and policy changed how the formation of agent expectations is modeled. Kydland and Prescott (1977) showed theoretically the presence of an inflationary bias due to the existence of dynamically inconsistent economic policies. Subsequent to their work, the main theoretical concern has focused on how to eliminate that inflationary bias through monetary rules. Increasing importance has been given to ideas about the independence of the monetary authority, reputation-building in dynamic models, following transparent monetary rules, and the credibility of monetary policy announcements to prevent dynamic inconsistencies in discretionary monetary policy. The work of Taylor (1993) is important to monetary policy literature because it makes operational the theoretical debate on rules versus discretion. In that seminal work, the author provides a first approximation to systematic behavior of monetary policy, using a simple, ad hoc monetary policy rule aimed at approaching the real behavior of the Federal Reserve’s intervention interest rate “as if” the Fed actually followed that rule. Specifically, Taylor presents the rule as follows:

\[ i = \pi + gx + h(\pi - \pi^*) + r \]

(1)

6. For more details on this topic, a good reference is Walsh (2000).

7. Traditionally, assessment of monetary policy has implicitly assumed rules of behavior set in the monetary instruments, such as a fixed growth rate of monetary supply (Friedman, 1968). However, until Taylor (1993) monetary rules were not viewed as reaction functions of monetary instruments. The main reasons are that it is difficult for a central bank to follow mechanical rules of behavior and it is also quite implausible that a central bank would maintain a fixed instrument for a certain period of time.
where \( i \) is the short-term interest rate, \( \pi \) is the inflation rate expressed as the percentage change in the price index, \( \pi^* \) is the inflation target, \( x \) is the percentage deviation of real output from potential output, \( g \) is the interest rate response to changes in the output gap, \( 1 + h \) is the response to changes in inflation relative to the target and \( r \) is the real interest rate. The values that characterize the Federal Reserve’s behavior according to Taylor are the following: \( g = 0.5 \), \( h = 0.5 \), \( \pi^* = 2 \) and \( r = 2.8 \). The Taylor rule, initially established in an ad hoc fashion and which is shown as Equation (1), is used to closely describe the trajectory of the U.S. federal funds rate for the period 1987-1992. 9

Later studies attempt to show that the rule is also optimal in the framework of an equilibrium macroeconomic model, 10 and specifically, they have delved deeper into the design of monetary rules, in order to analyze their performance in terms of efficiency, robustness, and optimality. 11 It is worth mentioning that the Taylor rule has consistently been the way of thinking behind the strategy of inflation targeting. 12 The differences in the specification of the various rules in the style of Taylor are mainly associated with whether the inflation gap is measured using the inflation target or inflation expectations 13 and also with the variables included in the equation used to determine the value of the instrument.

Orphanides (2008) has argued, in addition to the original Taylor rule, that other types of reaction functions have been designed that are inspired by Taylor’s exercise (1993). The common characteristic of these rules is the response (optimal in many cases) of the interest rate to
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8. The idea behind Equation (1) is that the bank intervenes in the monetary market by changing the interest rate if real output diverges from potential output or inflation diverges from its target. If there are no cycles (\( x = 0 \)) or inflationary pressures (\( \pi = \pi^* \)), the objective is for the intervention rate to approach its long-term level, that is, \( i = \pi + r \). Taylor presents the derivation of his rule intuitively: Given that the velocity of money depends on the interest rate (\( i \)), it is possible to find a relationship between \( i \) and price level \( P \) and real output \( Y \). Exogenous changes in the monetary supply or velocity displace this relationship. This relationship will be maintained over time regardless of whether the money stock is growing at a fixed rate, although the money stock will respond systematically to interest rate and output changes. The response of money will be reflected in the change in parameters of the relationship.

9. Although Taylor (1993) is not attempting to define the Federal Reserve’s “exact” rule, the equation describes a reaction function “as if” the monetary authority were following that rule, even though the Fed has never explicitly adopted an inflation-targeting policy regime.

10. Taylor’s work not only stimulated the assessment of monetary rules, but also the search for optimal rules in a more general framework.

11. A sample of studies in this tradition of the literature can be found in Taylor (1999).

12. See Clarida et al. (1998); Clarida et al. (1999); Clarida et al. (2000); Rudebusch and Svensson (1999); Svensson (1999); and Svensson (1999), among others.

13. As in the works of Clarida, Gali and Gertler.
rate to the inflationary gap (the deviation of the inflation rate from its expected value or target) and to the output gap. Recently, other factors have been included that could influence the central bank’s response, such as the intervention interest rate with a one-period lag, the exchange rate or the price of assets (Bernanke and Gertler, 2000; Bernanke and Gertler, 2001; Carlstrom and Fuerst, 2007). In light of this, it has been important in the literature to quantitatively assess how the rules perform (Svensson, 2011), as well as the reaction of the central bank “as if” it were to conduct monetary policy using the reaction function that the Taylor rule prescribes or that which results from the specification of the economic model.

The definition of monetary rules based on observation and empirical evaluation has been traditional in the literature on rules in the style of Taylor. These rules are not necessarily optimal monetary rules in the sense of being derived from an optimization problem; rather, they are simple, ad hoc rules concerning the way in which monetary policy is carried out. The literature has generated a set of optimal and nonoptimal monetary rules. This paper focuses on an optimal Taylor rule because we believe that it is important that the reaction function of a central bank come from a theoretical model of optimization that involves the usual concerns that a central bank of a small, open economy has in maintaining macroeconomic stability. From a theoretical point of view, there is another characteristic that a Taylor rule must satisfy (original, ad hoc, or optimal) and which is related to the size of the coefficients, particularly the coefficient that accompanies the inflationary gap or aversion to inflation (parameter $1 + h$ of Equation (1)). As shown in Woodford (2003, Chap. 2), a necessary condition is that it has a value greater than one so that the

14. To capture the central bank’s desire to smooth out and avoid large movements in interest rates. For a detailed discussion, see Clarida et al. (1998), Woodford (2003, Chap 4), Woodford (2003), and Walsh (2010, Chap. 8).

15. See Ball (1999), Svensson (2000), and Taylor (2001). Giraldo et al. (2011) assess a monetary rule in which they include the real exchange rate, with a one- or two-period lag, as well as the smoothing of the interest rate for a closed economy, and they find that the coefficients associated with the exchange rate are not significant for Colombia between 1990 and 2010. For their part, Batini et al. (2003) and Batini et al. (2009) evaluate a series of monetary rules to determine their efficiency and robustness in a macroeconomic model. The common denominator of the rules involved international variables, such as the inclusion of real exchange rate levels (lagging and contemporary) as well as real devaluation. One of the rules includes the trade balance. The articles show that improvements in wellbeing due to inclusion of the exchange rate are marginal, although they do not analyze whether the monetary authority takes that variable into account when making policy decisions.

16. This type of assessment has been common for the United States: Taylor (1993); Taylor (1999a); Clarida et al. (1998); Clarida et al. (1999); Clarida et al. (2000), among others. Recently, similar exercises have been performed for other countries such as Germany (Kuzin, 2004) and Colombia (López, 2004; Pérez, 2005; Giraldo, 2008; Bernal and Tautiva, 2011; Giraldo et al., 2011).
central bank’s intervention will significantly affect the interest rate and thus investment and consumption will react to the change made by the monetary authority. This characteristic of monetary rules is known as the Taylor principle and in our view, an inflation-targeting policy should satisfy this principle.

Recently, the literature has addressed the possibility that a central bank may show an asymmetrical reaction to changes in variables that affect the interest rate in the monetary rule (traditionally the inflation gap and output gap), which would reflect different monetary positions for reaching the price stabilization objective. For example, Kuzin (2004) shows that the parameters of an ad hoc monetary reaction function, particularly that of aversion to inflation, have varied over time, and provides evidence for Germany’s Bundesbank that when the inflation gap is positive, the Bundesbank reacts more strongly in raising interest rates than when the gap is negative.

Kuzin finds this asymmetrical reaction by using a Kalman filter as well as estimating with a Markov-switching methodology, where the parameters vary according to the economic regime. Furthermore, Kuzin estimates a simple Taylor rule (ad hoc, modified) with interest-rate smoothing. The main finding is that aversion to inflation is not constant and shows large and sudden changes during the period in which a monetary aggregates tracking strategy is used. In particular, Kuzin finds periods of high aversion and low aversion to inflation, in which the former are those coinciding with fulfillment of the Taylor principle. Despite the strong central bank tradition of the Bundesbank, there have been periods in which aversion is low and therefore the Taylor principle is not fulfilled. From a practical point of view, the Bundesbank follows a policy that accommodates changes in inflation during these periods.

On the other hand, Murray et al. (2008) use a simple macroeconomic model to argue that when the inflation rate follows a stationary process, it is because the central bank follows the Taylor principle, given that the monetary authority reacts strongly to inflationary pressures, driving inflation towards its long-term target. These authors show that the way in which the Federal Reserve drives monetary policy is not always geared toward stabilizing inflation, and they suggest that it is more common to face diverse regimes in which the parameters reflect different preferences of the central bank for stabilizing output or inflation. The authors estimate a Markov-switching model to show
that U.S. monetary policy can be described as one of two states: one in which the Taylor principle is fulfilled and the inflation rate is stationary, and another in which the Taylor principle is not fulfilled and the inflation rate follows a unit root process.

The findings of Murray et al. (2008) contrast with those of Clarida et al. (1998), Clarida et al. (2000) and Orphanides (2000), which report, for the Federal Reserve, stability of parameters in periods that have been identified as inflation-stabilizing. What is novel about Murray et al. (2008) is that they find the break points or regime-switch points endogenously, using the Markov-switching methodology. As they argue, it is very risky to define, a priori, the periods of time in which one or another monetary regime is believed to function, based only on history. In this sense, this article follows Murray et al. (2008) in that the regime-switching dates are allowed to be defined endogenously even for the case of Colombia, which adopted the target inflation rate monetary policy explicitly in October 2000. However, since the 1990s the central bank of Colombia had been implicitly implementing some measures that are, to a certain extent, compatible with an inflation targeting regime.

Based on all this, this article studies an optimal Taylor rule in the framework of a small, open economy such as Colombia’s, which has the following characteristics: i) it responds to deviations in inflation and the output gap (as the original rule; ii) it involves the central bank’s desire to smooth the interest rate; and iii) it includes the exchange rate (or variables related to it). The model that we present below is innovative in that it includes variables from other countries that could affect the monetary policy of a small, open economy, unlike what has usually been done in the literature with use of the original Taylor rule, which is designed for a (virtually) closed economy such as the United States.

3. Model

3.1. Basic assumptions

Consider the central bank of a small, open economy that takes as given an aggregate intertemporal IS curve as follows:

$$x_t = E_t x_{t+1} + \delta x_{t-1} - \sigma(r_t - r^n) + \delta^* x_t^* + \alpha_1 e_t + \varepsilon_{1t}$$  \hspace{1cm} (2)
and an aggregate supply curve as follows:

\[
\pi_t = \beta E_t \pi_{t+1} + \gamma \pi_{t-1} + kx_t + \alpha_2 e_t + \varepsilon_{2t} \tag{3}
\]

where \(x\) denotes the log of the output gap for the domestic economy while \(x^*\) denotes the output gap for the country that is the trading partner of the domestic economy, the operator \(E_t(\cdot)\) is the expected value in period \(t\) of the variable in period \(t + 1\) using all observable information until period \(t\), and \(r\) denotes the interest rate that satisfies:

\[
r_t = i_t - E_t \pi_{t+1} \tag{4}
\]

which is the Fisher equation, where \(i\) denotes the logarithm of the nominal (short-term) interest rate and \(\pi\) is the log of the inflation rate. That said, the variable \(r^n\) in Equation (2) represents the long-term level of the logarithm of the real interest rate, which is assumed to be exogenously determined in the domestic economy. The variable \(e\) in equations (2) and (3) denotes the log of the real exchange rate, which is defined as

\[
e_t \equiv R_t - p_t^* - p_t \tag{5}
\]

where \(R\) is the logarithm of the nominal exchange rate, \(p^*\) is the logarithm of the price level of the trading partner, and \(p\) is the logarithm of the price level of the domestic economy. We assume that a small open economy must necessarily satisfy the condition of interest rate parity given by:

\[
i_t - i_t^* = E_t R_{t+1} - R_t + \varphi_t \tag{6}
\]

where \(i^*\) is the logarithm of the nominal interest rate of the trading partner and \(\varphi\) is the risk premium of the domestic economy relative to the trading partner. The imposition of this parity condition follows Svensson (2000) who argues that a truly open economy must satisfy this condition. The risk premium \(\varphi\) incorporates any type of disturbance exogenous to the exchange rate, including changes in portfolio preferences, credibility effects, etc. Using Equation (5) we can describe this parity condition in terms of the logarithm of
the real exchange rate\textsuperscript{17} given the definitions $E_t p_{t+1} - p_t \equiv \pi_t$ and $E_t p^*_{t+1} - p^*_t \equiv \pi^*_t$ which generates the following form, lagged one period:

$$e_t - e_{t-1} = (i_{t-1} - i^*_{t-1}) - (\pi_t - \pi^*_t) - \varphi_{t-1}$$  \hfill (7)

The parameters of the equations described above are assumed to satisfy the following: $\sigma > 0$, $\delta \in (0,1)$, $\delta^* > 0$, $\gamma \in [-1,1]$, $\beta \in [0,1]$, $k > 0$, while $\alpha_1$ and $\alpha_2$ can be, but aren’t necessarily, positive. The terms $\varepsilon_1$ and $\varepsilon_2$ in (2) and (3) denote, respectively, the demand and supply disturbances, which are assumed to be i.i.d. normally distributed disturbances with a zero mean and variances $\sigma_1^2$ and $\sigma_2^2$, respectively.

We assume that the country that is the trading partner of the open domestic economy is an economy that follows a Taylor rule for a closed economy with the form:

$$i^*_t = \rho^* x^*_t + \eta^* x^*_t + \eta^*_x \pi^*_t + \varepsilon^*_t$$  \hfill (8)

where $\eta_x \neq 0$, $\eta^*_x > 1$ and $\varepsilon^*_t \sim iid(0, \sigma^*_2)$. In addition, we assume that the expectations of the open economy’s central bank concerning $x^*_t$, $\pi^*_t$ and $\varphi_t$ are stable AR(2) stochastic processes where

\begin{align*}
E_t x^*_{t+1} &= \rho_{x,1} x^*_t + \rho_{x,2} x^*_{t-1} \\
E_t \pi^*_{t+1} &= \rho_{\pi,1} \pi^*_t + \rho_{\pi,2} \pi^*_{t-1} + \bar{\pi}^* \\
E_t \varphi_{t+1} &= \rho_{\varphi,1} \varphi_t + \rho_{\varphi,2} \varphi_{t-1} + \bar{\varphi}
\end{align*}  \hfill (9)

such that $\bar{\pi}^* \geq 0$, $\bar{\varphi} \geq 0$ and the coefficients $\rho_{h,i}$ for $h = x^*$, $\pi^*$, $\varphi$ and $i = 1,2$ satisfy $|\rho_{h,i}| < 1$, $\rho_{h,1} + \rho_{h,2} < 1$, $\rho_{h,2} < 1 + \rho_{h,1}$, $|\rho_{h,2}| < 1$.

We also assume that the central bank has a loss function represented by

$$\frac{L_t}{2} = (\pi_t - \bar{\pi})^2 + \lambda_1 x^*_t + \lambda_2 (e_t - \bar{e})^2 + \lambda_3 (e_{t-1} - \bar{e}_{t-1})^2 + \lambda_4 (i_t - i^*_{t-1})^2$$  \hfill (10)

\textsuperscript{17} Take Equation (5) which is forwarded one period such that $E_t e_{t+1} = E_t R_{t+1} + E_t p^*_{t+1} - E_t p_{t+1}$ and then subtract $e_t = R_t + p^*_t - p_t$, which generates $E_t e_{t+1} - e_t = E_t R_{t+1} - R_t + E_t p^*_{t+1} - p^*_t - E_t p_{t+1} + p_t$. Therefore, $E_t R_{t+1} - R_t = E_t e_{t+1} - e_t - (E_t p^*_{t+1} - p^*_t) - (E_t p_{t+1} - p_t)$. Replacing this equation in (6) generates $i_t - i^* = E_t e_{t+1} - e_t + (E_t p^*_{t+1} - p^*_t) - (E_t p_{t+1} - p_t) + \varphi_t$. 

where $\lambda_i = 1, \ldots, 4$ are nonnegative parameters. The first two terms are common to the majority of monetary rules, where $\lambda_1$ reflects the weight of the output gap relative to the weight of one in inflation’s deviation from its target $\bar{\pi}$. Having said that, the term associated with $\lambda_2$ reflects the weight that the central bank of the domestic economy assigns to the difference between its real exchange rate and the long run target rate $e^n$ (which may be explicit or implicit for the central bank). This is justified in part by the fact that small, open economies have had explicit exchange rate bands (publicly known) or even implicit ones (not publicly known), as in Colombia. Moreover, we consider that the central bank of this small open economy intervenes when there are strong fluctuations in the real exchange rate from one period to another, which is reflected in the weight $\lambda_3$ that appears in the bank’s loss function. Finally, concern about nominal interest rate fluctuations is captured by the term associated with $\lambda_4$ similar to Woodford (2003a).

### 3.2. Optimal Taylor rule for an open economy

We assume that the central bank’s behavior can be empirically understood to be the result of a monetary policy that arises from minimizing (10) with respect to $(\pi, x, i, e)$ subject to (2), (3), (4), and (7). However, this problem can be solved in a simple fashion if (7) is first replaced in Equation (10) which generates the following loss function:

$$
\frac{L}{2} = (\pi_t - \bar{\pi})^2 + \lambda_1 x_t^2 + \lambda_2 (e_t - e^n)^2 \\
+ \lambda_3 \left( (t_{t-1} - t_{t-1}^*) - (\pi_t - \pi_{t}^*) - \varphi_{t-1} \right)^2 + \lambda_4 (i_t - i_{t-1})^2
$$

Then, Equation (4) is replaced in Equation (2) and therefore the optimal monetary policy arises from minimizing Equation (11) with respect to $(\pi, x, i, e)$ subject to (2) and (3). The corresponding Lagrangian function associated with this problem is then

$$
\mathcal{L} = E_t \left\{ \sum_{t=0}^{\infty} \beta^t \left[ L_t + \phi_1 \left[ x_t - x_{t+1} - \delta x_{t-1} + \sigma (t_t - \pi_{t+1} - r^n) - \alpha_1 e_t - \gamma x_t^* - \varepsilon_{1t} \right] \right] \right\}
$$

where $\beta \in (0,1)$ is the discount rate, $\phi_1$ and $\phi_2$ are the Lagrange multipliers, and it is assumed that they are constant in the regime implemented by
the central bank.\(^{18}\) Because the loss function is a quadratic function the following first-order conditions, which are necessary and sufficient, solve the optimization problem.\(^{19}\) Solving the first-order equations jointly with (2) and (3), the endogenous variables \(\phi_1\) and \(\phi_2\) can be eliminated and everything can be collapsed into the following reduced form equation:

\[
i_t = \beta_0 + \beta_1 E_t x_{t+1} + \beta_2 x_t + \beta_3 x_{t-1} + \beta_4 x^*_t + \gamma_1 \pi_t + \gamma_2 \pi_{t-1} + \gamma_3 \pi^*_t + \delta_1 i_{t+1} + \delta_2 i_{t-1} + \delta_3 i^*_{t-1} + \delta_4 \varphi_{t-1} + \frac{\varepsilon_1}{\sigma} - \frac{\varepsilon_2}{\beta} \Gamma \tag{12}
\]

where the parameter vector \(\theta = (\beta_0, \beta_1, \beta_2, \beta_3, \beta_4, \gamma_1, \gamma_2, \gamma_3, \delta_1, \delta_2, \delta_3, \delta_4)\) consists of reduced form parameters that are functions of the deep structural parameters of the model as derived formally in Appendix A and the parameter \(\Gamma\) is defined as

\[
\Gamma \equiv \left[ 1 + \left( \frac{\alpha_1 m_1 + \alpha_2 m_2}{\sigma m_1 \lambda_2} \right) \left( \frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta} \right) \lambda_4 \left( 1 + \beta \right) \right]
\]

where constants \(m_1\) and \(m_2\) are defined in Appendix A.

We call the optimal monetary rule of Equation (12) the optimal Taylor rule for an open economy. It is important to note that exchange rates (real or nominal) do not directly appear in the optimal Taylor rule. This is interesting precisely because it could be considered that the optimal monetary rule for an open economy would involve the reaction of nominal interest rate to changes in the real exchange rate, since it has been explicitly assumed that real exchange rate fluctuations are present in the central bank’s loss function (Equation (10)) under \(\lambda_3 > 0\). However, the exchange rate does not appear because of the assumption of interest rate parity equation (7) between the domestic economy and its trading partner, which implies that movements in the domestic economy’s real exchange rate are due to exogenous factors such as the inflation rate, interest rate, and risk premium relative to the trading partner.

\(^{18}\) The constancy of these Lagrange multipliers is a restriction that Woodford (2003b), for example, does not impose. However, we do this to maintain an analysis with an explicit solution; otherwise we would have to resort to numerical simulations. This constancy means that the central bank would have constant reactions over time to changes in (2) and (3).

\(^{19}\) See Appendix A for an explicit solution to this optimization problem.
a. Analysis of the optimal Taylor rule

Closed economy and the original Taylor rule

It is instructive to briefly analyze the sufficient conditions under which the monetary rule of Equation (12) becomes a Taylor rule for a closed economy similar to that considered by Taylor (1993) for the United States economy. A closed economy satisfies $\delta^* = \alpha_1 = \alpha_2 = 0$ which implies $\Gamma \equiv 1$. In addition, under naive expectations $E_t x_{t+1} = x_t$ and without inflationary inertia in the Phillips curve, $\gamma = 0$, the structural equation that gives rise to Equation (12) becomes:

$$i_t = r^n + \left( \frac{\delta}{\sigma} - \frac{k}{\beta} \right) x_t + \frac{1}{\beta} \pi_t + \frac{\varepsilon_{1t}}{\sigma} - \frac{\varepsilon_{2t}}{\beta}$$

(13)

Taylor (1993) proposes characterizing the monetary policy of the United States in the 1970s and 1980s as based on a rule such as that given in Equation (13) with a coefficient associated with gap $x$ of around 0.5 and a coefficient associated with the inflation rate $\pi$ around 1.5. Furthermore, as outlined above, Taylor’s work generated what Woodford (2003) has called the Taylor principle, which means that the coefficient associated with $\pi$ is strictly greater than one. The Taylor principle implies that the nominal interest rate varies more than proportionally to the variation in inflation in period $t$. Note that in the optimal rule in a closed economy the coefficient associated with $\pi$ is $1/\beta$ so it is necessarily greater than one because $\beta \in (0,1)$. Therefore, the case of the Taylor rule for a closed economy satisfies the Taylor principle. In fact, the values 0.5 and 1.5 that Taylor proposes can be replicated in this model under the parametric structural assumption $\beta = 2/3, \sigma = 1, k = 1/6, \delta = 3/4$.

In addition, it should be emphasized that if the inflation rate presents a certain inertia in the sense of the structural parameter such that $\gamma \in (-1,1)$ then the optimal reaction of monetary policy in the long run, compatible with a steady state$^{20}$, is

$^{20}$ Appendix A contains a proof that the general model has a unique steady state under certain plausible restrictions.
where $\pi_t = \pi_e$ and $i_t = i_e$ for all $t$ in the steady state. A sufficient condition to satisfy the Taylor principle in this case is then $1 > \beta + \gamma$. In addition, the coefficient associated with the gap $x$ is not necessarily positive in Equation (13) since it is possible that $(\delta / \sigma) - (k / \beta) < 0$, although empirically it does not appear to be a relevant case. Finally, demand shocks (changes in $\varepsilon_1$) and supply shocks (changes in $\varepsilon_2$) optimally increase and decrease, respectively, the interest rate $i_t$.

**Open economy**

We now study the structural optimal Taylor rule for an open economy ($\alpha_1 \neq 0$ and $\alpha_2 \neq 0$) deduced in the appendix in Equation (A13) which is the equation that gives rise to the reduced optimal Taylor rule given by Equation (12). The signs of the different coefficients in Equation (A13) are generally ambiguous because they depend specifically on whether the term $\alpha_1 / \sigma - (\alpha_2 / \beta)$ is positive or negative. To simplify the analysis, we make an assumption on some parameters:

$$\sigma k = 1 - \beta(1 - \beta \delta) > 0.$$ 

Under this restriction we obtain $((\alpha_1 m_1 + \alpha_2 m_2) / \alpha m_1) = ((\alpha_1 / \sigma) - (\alpha_2 / \beta))$ where the definitions of $m_1$ and $m_2$ given in equations (A6) and (A9) of the appendix were used. Hence, the constant $\Gamma$ can be simplified:

$$\Gamma \equiv 1 + \left( \frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta} \right)^2 \left( \frac{\lambda_1 (1 + \beta)}{\lambda_2} \right).$$

We can conclude, therefore, that $\Gamma \geq 1$ given that $\lambda_4 (1 + \beta) / \lambda_2 > 0$. Equation (A13) is simplified somewhat, generating the following equation:
Then, as the optimal Taylor rule has interest rate lags and leads, it is important to be careful when determining whether the Taylor principle is satisfied in the long term. We must find in steady state the long-term effect of a 1% change in $\pi$ over $i$ according to the optimal Taylor rule. We replace $\pi_t = \pi_e$ and $i_t = i_e$ for all $t$, where the subscript $e$ means evaluated in steady state, and then we obtain $(di_e / d\pi_e) \equiv LR_\pi$ which yields:

$$
LR_\pi = \frac{1 - \frac{\gamma}{\beta \Gamma} + \left( \frac{\lambda_i \beta \left( 1 + \frac{1}{1 - \beta \gamma} \right)}{\lambda_2 \Gamma} \right) \left( \frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta} \right)^2}{1 - \left( \frac{1 + \beta \lambda_1 - \lambda_2 \beta \left( 1 + \frac{1}{1 - \beta \gamma} \right)}{\lambda_2 \Gamma} \right) \left( \frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta} \right)^2}
$$
The following result gives the sufficient conditions for satisfying $LR_\pi > 1$ which is the long-term version of the Taylor principle (compatible with a steady state) for an open economy.

**Proposition 1.** If $\sigma k = 1 - \beta (1 - \beta \delta)$ and $1 > \beta + \gamma$ then the optimal Taylor rule for an open economy given by (14) satisfies $LR_\pi > 1$.

**Proof:** First, note that $LR_\pi > 0$ is satisfied if the denominator is positive, given that the numerator is always positive. Therefore, the following must be satisfied:

$$1 > \left(1 + \beta\right)\lambda_4 - \lambda_3 \beta \left(1 + \frac{1}{1 - \beta \gamma}\right) \left(\frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta}\right)^2$$

which is an inequality that is simplified if

$$\Gamma \equiv 1 + \left(\frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta}\right)^2 \left(\frac{\lambda_4 (1 + \beta)}{\lambda_2}\right)$$

is replaced and then the equation is reorganized to be expressed as

$$1 + \left(\frac{\lambda_2 \beta \left(1 + \frac{1}{1 - \beta \gamma}\right)}{\lambda_2 \Gamma}\right) \left(\frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta}\right)^2.$$

Clearly this condition is always positive given that $1 > \beta \gamma$ and that the other terms are positive. In addition, note that $LR_\pi > 1$ is satisfied once the constant $\Gamma$ is replaced and it is noted that $1 > \beta + \gamma$ is satisfied by assumption.

**Corollary.** The condition $1 > \beta + \gamma$ implies that it is more likely that the central bank of a small open economy that implements an optimal Taylor rule does not satisfy the Taylor principle the greater the persistence $\gamma > 0$ in the inflation rate, for a given intertemporal discount rate of the domestic economy. This shows that an inflation
rate that is highly persistent, say has a unit root or a stochastic trend, should not satisfy the Taylor principle. This key observation will be crucial for our empirical results.

Now, the coefficients associated with $x_{t+1}$ and $x_{t-1}$ in Equation (14) are positive, while the sign associated with $x_t$ has an ambiguous sign even under the simplifying assumption $\sigma k = 1 - \beta(1 - \beta \delta)$. The long-term effect is also ambiguous. To see this, note that we replaced $x_t = x_e$ and $i_t = i_e$ for all $t$, and then we obtain $(d i_e / d x_e) \equiv LR_x$:

$$LR_x = \frac{1}{\Gamma} \left( \frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta} \right) \left( \frac{\alpha_2 \lambda_1}{k \lambda_2} - \left( \frac{1 + \beta^2 \delta}{\beta \sigma} \right) \right) + \frac{1 + \delta}{\sigma \Gamma} \cdot \frac{1}{1 - \left( \frac{1 + \beta \lambda_4 - \lambda_3 \beta \left( \frac{1}{1 - \beta \gamma} \right)}{\lambda_2 \Gamma} \right)^2 \left( \frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta} \right)^2}$$

The denominator is positive as shown in Proposition 1, while the numerator can have either sign. Similar to the case of a closed economy, the optimal reaction of monetary policy to changes in the output gap can have an ambiguous sign.

Finally, it is important to note that if within the bank’s loss function the weighting relative to changes in the nominal interest rate $\lambda_4$ is sufficiently large compared to the weighting $\lambda_3$ that corresponds to changes in the real exchange rate around an implicit target, the optimal Taylor rule smooths the movement of the nominal interest rate. This is summarized in the following proposition.

**Proposition 2.** If $\sigma k = 1 - \beta(1 - \beta \delta)$, $(\alpha_1/\sigma) \neq (\alpha_2/\beta)$ and $(\lambda_4/\lambda_3) \geq \beta(1 + (1/(1 - \beta \gamma)))$ are satisfied, then the optimal Taylor rule in Equation (14) smooths the temporal behavior of the nominal interest rate.

**Proof:** Note that in Equation (14) the coefficient associated with $E_t i_{t+1}$ is always positive under the assumption $(\alpha_1/\sigma) \neq (\alpha_2/\beta)$. In addition, the associated coefficient $i_{t-1}$ is positive under $(\alpha_1/\sigma) \neq (\alpha_2/\beta)$ and $(\lambda_4/\lambda_3) \geq \beta(1 + (1/(1 - \beta \gamma)))$. Thus, we conclude that under the conditions formulated, a central bank in a small open economy finds it optimal to smooth out changes in the interest rate.
Woodford (2003a) has argued that optimal monetary rules can have a smoothing effect on the nominal interest rate even in closed economies where the real exchange rate does not play a role. It is important to note that in our model we obtain an optimal monetary rule with smoothing of the nominal interest rate only if the economy is open, i.e., $\alpha_1 > 0$ and $\alpha_2 > 0$ such that $\alpha_1 \neq \alpha_2$ under the assumption $\sigma k = 1 - \beta(1 - \beta\delta)$. As can be observed in Equation (14) if $\alpha_1 = \alpha_2 = 0$ we end up with a rule that does not smooth out the behavior of the nominal interest rate. Naturally, we are not arguing that a closed economy model cannot present smoothing in the behavior of the nominal interest rate. In fact, Woodford (2003a) has argued that smoothing of the behavior of the nominal interest rate can be present in an optimal monetary policy even if the central bank’s loss function does not take into account changes in the nominal interest rate. What we note here, however, is that smoothing of nominal interest rate behavior occurs in our model only for an open economy.

The following proposition gives sufficient conditions for the optimal Taylor rule to be consistent with a dynamic system with a unique steady state.

**Proposition 3.** If $\sigma k = 1 - \beta(1 - \beta\delta)$, $1 > \beta + \gamma$, $\gamma \in (-1, 1)$, $0 > \alpha_1\beta^2\gamma > \alpha_2\sigma$, $\lambda_2 \leq \beta\lambda_3^2$ and

$$\lambda_1 < \min \left\{ k^2 \left[ \frac{\lambda_3 \left( 2 - \beta\gamma \right)}{\beta\gamma} \right] + 1, \frac{k \left( 1 - \beta\delta \right) \left( 1 - \beta \right) \left( \lambda_3 \left( 2 - \beta\gamma \right) + 1 \right)}{(1 - \gamma)\sigma\beta\gamma} \right\},$$

then the optimal Taylor rule for Equation (14) is consistent with a dynamic system that has a unique steady state.

See Appendix A for the proof of this proposition. It is important to note that we do not study the conditions for the local or global dynamic properties of the steady state of the underlying linear dynamic system. We assume, in fact, that the dynamic around the steady state is not divergent: It can be local or globally convergent or even a saddle point. The conditions for it to be convergent or a saddle point with a trajectory that goes to steady state is outside the scope of this article, due to the complexity of carrying out this analytical exercise, given the dimensions of the dynamic system that would require analysis. What is important is that we are assuming that there is a dynamic trajectory that goes to
the steady state in the long run and that the economy ends up there, through implementation of the optimal Taylor rule. Also, since our concern is more empirical than theoretical in analyzing the behavior of the Bank of the Republic in the case of Colombia we do not go further in studying the theoretical model.

4. Estimable empirical specification

The econometric estimation of the reduced form Equation (12) is carried out using a Markov-switching model that considers the existence of different states or regimes. It should be pointed out that the change from one regime to another is characterized by a dichotomous stochastic variable \( S_t \) that is endogenous to the system and which represents the state or regime of the economy where \( S_t \in \{1, 1\} \). Therefore, from Equation (12) the econometric model can be written as:

\[
i_t = \beta_0 + \beta_1 E_t x_{t+1} + \beta_2 x_t + \beta_3 x_{t-1} + \beta_4 x_t^* \\
+ \gamma_1 \pi_t + \gamma_2 \pi_{t-1} + \gamma_3 \pi_t^* \\
+ \delta_1 E_t i_{t+1} + \delta_2 i_{t-1} + \delta_3 i_{t-1}^* + \delta_4 \varphi_{t-1} + u_t
\]

where \( (\varepsilon_{1t}/\sigma) - (\varepsilon_{2t}/\beta^2) \equiv u_t - \text{iid}(0, \sigma^2_{S_t}) \) is an error or disturbance and where we define \( \beta_{S_t} = \beta_0 (1 - S_t) + \beta_1 S_t, \sigma^2_{S_t} = \sigma^2_0 (1 - S_t) + \sigma^2 S_t \).

The nature of the system is that the variable \( S_t \) has the property of a first-order Markov process, that is, the regime at the time is determined only by the preceding regime and the evolution of regime changes is associated with the realization of that stochastic process. The probabilities of transition between the two states represent this Markovian property:

\[
\begin{align*}
\Pr[S_t = 0 | S_{t-1} = 0] &= p, \Pr[S_t = 1 | S_{t-1} = 1] = q, \\
\Pr[S_t = 1 | S_{t-1} = 0] &= 1 - p, \Pr[S_t = 0 | S_{t-1} = 1] = 1 - q
\end{align*}
\]

where \( p \) is the probability of the economy being in state 0 at time \( t \) given that it was in that same state at time \( t - 1 \); \( q \) is the probability of the economy being in state 1 at time \( t \) given that it was in that same state in the preceding time period; and \( 1 - p \) and \( 1 - q \) are the probabilities of transition from one regime to the other.
5. **Data for Colombia**

The frequency of the Colombian data is quarterly and the data covers the first quarter of 1990 through the fourth quarter of 2011. The data used to estimate the econometric model are succinctly described as follows:

- **Intervention interest rate:** For Colombia, we take the datum of the interbank interest rate of the Bank of the Republic, $i_t$. The intervention rate of the United States, $i_t^*$, is taken from the Federal Reserve (FED).

- **Output gap:** Defined as the difference in the logarithm of observed and potential output. The datum for Colombia is provided by the Bank of the Republic, $x_t$, and that of the United States is the result of applying the Hodrick-Prescott filter to its real observed GDP, which is taken from the Bureau of Economic Analysis (BEA) of the United States, $x_t^*$.

- **Inflation rate:** The Colombian data are from the National Statistics Department and Bank of the Republic, $\pi_t$. Data from the BEA are used for United States inflation $\pi_t^*$.

- **Risk premium:** This is from the Chicago Board Options Exchange Market Volatility Index, $\varphi_t$.

6. **Results**

6.1. Estimation of the modified Taylor rule under Markov switching

Table 1 reports the results of the estimation of the reduced-form model of the optimal Taylor rule for an open economy (12) using a Markov-switching methodology with Colombian quarterly data for the period 1990-I to 2011-IV. Statistical tests were performed to determine the existence of two or more regimes, however the evidence suggests that in the period studied there are just two monetary policy regimes in terms of the estimated Taylor rule.

---

21. The interbank interest rate is used because it is strongly influenced by the Bank of the Republic’s intervention rate. As the institution itself acknowledges, “The rate is more heavily influenced by policies of the monetary authority, as the contraction and expansion operations are concentrated in the same periods, between 1 and 14 days” (Bank of the Republic, 1999, p. 16).

22. The empirical model follows the theoretical development of Hamilton (1994) and Krolzig (1997). See details in Appendix B.
Table 1 shows the empirical results for the two regimes obtained, where the confidence interval is reported for the parameter of the variable with bootstrapped standard errors and the t statistic under standard errors from maximum likelihood. As the table shows, the conclusions are similar under both estimation methods, where the exceptions are for the forward interest rate $i_{t+1}$ in regime 0, which is statistically significant under standard errors of the maximum likelihood procedure but not statistically significant under bootstrapped standard errors. The other exception is for the output gap variable with a one-period lag, $x_{t-1}$ and the current output gap $x_t$ for regime 1, which are statistically significant under maximum likelihood standard errors but are not statistically significant under bootstrapped standard errors. We prefer the statistical inference under the bootstrap procedure which is a more conservative approach.

Regime 0 coincides with the period during which the BR behaves under inflaton targeting (IT) while regime 1 coincides with the period in which the political constitution granted the central bank technical independence from the government, and the BR conducted monetary policy under a structure that was not specifically inflation targeting, as defined in the literature, but which nonetheless had similar characteristics, such as the public announcement of a quantitative inflation target. In this paper, this is referred to as a regime with no inflation targeting (NIT).

To understand why we denote regimes 0 and 1 this way, consider Figure 1, which reports the filtered probabilities or occurrence probabilities of regime 0 (IT) on the vertical axis with the quarters on the horizontal axis. The figure shows the occurrence probabilities of regime 0 (IT) from 1990 to 2010.

![Figure 1. IT regime 0 occurrence probabilities](image-url)
### Table 1. Markov-switching model estimated by maximum likelihood, 1990-2011

<table>
<thead>
<tr>
<th>Variables</th>
<th>Regime 0: IT</th>
<th></th>
<th></th>
<th></th>
<th>Regime 1: NIT</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficients</td>
<td>10% C. interval bootstrapping</td>
<td>t statistics</td>
<td>M. Likelihood</td>
<td>Coefficients</td>
<td>10% C. interval bootstrapping</td>
<td>t statistics</td>
<td>M. Likelihood</td>
</tr>
<tr>
<td>$i_{t-1}$</td>
<td>0.361</td>
<td>[0.33, 0.56]*</td>
<td>13.7*</td>
<td></td>
<td>-0.35</td>
<td>[-0.56, -0.17]*</td>
<td>-2.11*</td>
<td></td>
</tr>
<tr>
<td>$i_{t+1}$</td>
<td>0.212</td>
<td>[-0.091, 0.30]</td>
<td>6.88*</td>
<td></td>
<td>-0.16</td>
<td>[-0.20, 0.16]</td>
<td>-0.97</td>
<td></td>
</tr>
<tr>
<td>$x_{t+1}$</td>
<td>-0.0165</td>
<td>[-0.67, 0.35]</td>
<td>-0.07</td>
<td></td>
<td>-9.68</td>
<td>[-9.79, 1.19]</td>
<td>-3.51*</td>
<td></td>
</tr>
<tr>
<td>$x_t$</td>
<td>-0.051</td>
<td>[-0.09, 0.08]</td>
<td>0.13</td>
<td></td>
<td>8.35</td>
<td>[-2.60, 9.12]</td>
<td>1.93*</td>
<td></td>
</tr>
<tr>
<td>$x_{t-1}$</td>
<td>0.155</td>
<td>[-0.22, 0.88]</td>
<td>0.70</td>
<td></td>
<td>4.76</td>
<td>[4.28, 12.4]*</td>
<td>1.47</td>
<td></td>
</tr>
<tr>
<td>$\pi_t$</td>
<td>-0.041</td>
<td>[-0.28, 0.28]</td>
<td>-0.46</td>
<td></td>
<td>1.18</td>
<td>[-1.23, 1.66]</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>$\pi_{t-1}$</td>
<td>0.39</td>
<td>[0.11, 0.67]*</td>
<td>4.41*</td>
<td></td>
<td>0.07</td>
<td>[-0.42, 2.00]</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>$x_{t*}$</td>
<td>0.28</td>
<td>[0.06, 0.52]*</td>
<td>2.75*</td>
<td></td>
<td>4.10</td>
<td>[0.98, 5.54]*</td>
<td>2.29*</td>
<td></td>
</tr>
<tr>
<td>$\pi_{t*}$</td>
<td>0.03</td>
<td>[-0.20, 0.07]</td>
<td>0.37</td>
<td></td>
<td>-2.87</td>
<td>[-3.47, 1.38]</td>
<td>-1.54</td>
<td></td>
</tr>
<tr>
<td>$i_{t*}$</td>
<td>0.158</td>
<td>[0.05, 0.34]*</td>
<td>2.99*</td>
<td></td>
<td>-0.05</td>
<td>[-0.81, 2.18]</td>
<td>-0.05</td>
<td></td>
</tr>
<tr>
<td>$\phi_{t-1}$</td>
<td>0.0138</td>
<td>[-0.003, 0.04]</td>
<td>1.31</td>
<td></td>
<td>0.45</td>
<td>[-0.28, 0.68]</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.003</td>
<td>[-0.003, 0.011]</td>
<td>0.80</td>
<td></td>
<td>0.16</td>
<td>[0.01, 0.24]</td>
<td>1.97*</td>
<td></td>
</tr>
</tbody>
</table>

| Std error | 0.004 | | | | 0.058 | | | |
| $LR_x$ | 0.295 | [-1.11, 1.80] | | | 3.53 | [2.74, 10.59]* | |
| $LR_\pi$ | 0.61 | [0.16, 1.52]* | | | 1.23 | [-1.10, 3.58] | |

*Statistical Significance at 10%; Bootstrapping with 2000 replicas.
Long run Effects (LR) that have (*) are computed with coefficients that are statistically significant under bootstrapping.
axis between 1990 and 2011. If the probability bar in the figure is greater than 0.5 it means that in that quarter, regime 0 is operating, while if the bar is less than 0.5, it means that in that quarter regime 1 is operating. As shown in the figure, after October 2000, when the Bank of the Republic announces its target inflation rate strategy, regime 0 predominantly obtains probabilities greater than 0.5, which explains why we call this the inflation targeting regime (IT). In contrast, prior to October 2000, regime 1 predominantly obtains probabilities greater than 0.5, and is thus referred to as the regime with no inflation targeting (NIT).

Returning to Table 1, it indicates that in regime 0 (IT) the Bank’s behavior smooths movements of the intervention rate because the variable $i_{t-1}$ is statistically significant and positive. This does not occur in regime 1 (NIT), which shows behavior not aimed at smoothing changes in the intervention rate in the period prior to October 2000. With respect to the relationship of the intervention interest rate to Colombia’s output gap, what is observed is that the coefficients associated with the current level ($x_t$) have opposing signs in regime 0 and 1 while they have the same sign in both regimes for the forward gap ($x_{t+1}$) and lagged gap ($x_{t-1}$) variables. In addition, the values in absolute terms differ substantially in the two regimes. However, only in regime 1 is the intervention interest rate significant and statistically related to the output gap variables. This suggests that the BR followed a monetary policy prior to October 2000 that reacted strongly to changes in the output gap, especially with respect to the output gap lagged by one period according to bootstrapping standard errors. Using only the statistically significant variables according to bootstrapping standard errors, for regime 1 we can compute the long-term effect (LR) on the intervention interest rate, compatible with a steady state, of a one percentage-point change in the output gap in period $t$.

$$LR^1_x = \frac{4.76}{1 + 0.35} = 3.53$$

This marginal effect is statistically significant because zero is not in the confidence interval at 90% with bootstrapping standard errors, which is $[2.74, 10.59]^*$. In practical terms, this long-term effect is significant because for each one-point increase in the output gap, the BR in regime 1 (NIT) increases the interest rate by 3.5 percentage points.
on average. In addition, using the statistically significant variables in regime 0 we find that $LR^0_x = 0.29$, within the confidence interval at 90% with bootstrapping standard errors, which is in $[-1.11, 1.80]$. This means that the null hypothesis that the BR in regime 0 (IT) did not react to changes in the output gap cannot be rejected.

With respect to the inflation rate, we find that the signs of the point estimates of the parameters associated with the current inflation rate ($\pi_t$) variable in the two regimes are also different, while the signs of the lagged inflation rate ($\pi_{t-1}$) coincide. As observed with the output gap, the actual absolute values of the inflation rate also vary from one regime to another. Only in regime 0 (IT) do we find that lagged inflation is statistically significant while in regime 1 (NIT) none of the inflation variables are statistically significant. This suggests that the BR only reacted statistically to changes in the inflation rate in regime 0 under inflation targeting. Again, using only the statistically significant variables according to bootstrapping standard errors, for regime 0 we can compute the long term (LR) effect on the intervention interest rate, compatible with a steady state, of a one percentage-point change in period $t$ of inflation:

$$LR^0_{\pi} = \frac{0.39}{1 - 0.36} = 0.61$$

This estimate is in the 90% confidence interval with bootstrapping standard errors $[0.16, 1.52]^*$ indicating that at the 10% significance level, the null hypothesis under IT that the BR did not affect the intervention interest rate in the face of changes in the average interest rate in the long term can be rejected. Moreover, at the 10% significance level the null hypothesis that the Bank has a $LR^0_{\pi} > 1$, as the Taylor principle suggests, cannot be rejected. In particular, note that values greater than 1, up to 1.52, are within this confidence interval, providing evidence that in regime 0 with IT the BR satisfies the Taylor principle. In addition, the long-term effect for regime 1 is $LR^1_{\pi} = 1.23$ with a confidence interval of 90% with bootstrapping standard errors $[-1.10, 3.58]$. Although the specific value is greater than 1, the confidence interval shows that the null hypothesis that $LR^1_{\pi} = 0$ cannot be rejected at 10%, indicating that the BR in the regime without inflation targeting did not react to changes in the inflation rate on average, and therefore, it probably did not satisfy the Taylor principle in that regime.
The empirical results found regarding the output gap and the inflation rate suggest that the Bank of the Republic in Colombia fundamentally changed its monetary policy in October 2000 by adopting an inflation targeting monetary strategy, as we find that in regime 1 (NIT) the BR did not react to changes in the inflation rate, while in regime 0 (IT) it reacted in a way that is compatible with Taylor’s principle. In addition, while in regime 1 (NIT) the BR reacted strongly to changes in the output gap, in regime 0 (IT) we find that it did not react to changes in this variable.

Table 1 shows that in both regimes the Bank of the Republic reacted in a positive and statistically significant way, at a 10% significance level, with respect to the United States output gap \((x_t^*)\), and this reaction was 20 times stronger in regime 1 than in regime 0 (4.1 versus 0.28). This is most likely because there is an exchange rate band in this period that the BR defended for several years. Moreover, only in regime 0 did the BR seem to have reacted in a positive and statistically significant way, at a 10% significance level, to changes in the lagged intervention rate \((i_{t-1}^*)\) of the United States, while it did not react on average to the U.S. inflation rate \((\pi_t^*)\).

As can be seen in Table 2, in probabilistic terms, both regimes are relatively persistent over time in the period studied, since the probability of remaining in regime 0 is 0.92 while for regime 1 it is 0.84, indicating incidentally that regime 0 (IT) is more persistent than regime 1 (NIT) in the period studied.

<table>
<thead>
<tr>
<th>Table 2. Transition matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
</tr>
<tr>
<td>Regime 0</td>
</tr>
<tr>
<td>Regime 1</td>
</tr>
</tbody>
</table>

Given the estimated probabilities of transition, the average length in each state can be calculated using the following equations:

\[
\sum_{i=1}^{\infty} iq^{i-1}(1 - q)
\] (25)
(26)

Table 3 indicates that the average duration of the IT regime is 55.3 quarters, while the average duration of the NIT regime is 6.17.

<table>
<thead>
<tr>
<th>Regime 0</th>
<th>Regime 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Regime 0</strong></td>
<td><strong>Regime 1</strong></td>
</tr>
<tr>
<td>55.3</td>
<td>12.47</td>
</tr>
<tr>
<td>31.7</td>
<td>6.17</td>
</tr>
</tbody>
</table>

6.2. Taylor’s principle and persistent inflation rate behavior

As described in the previous section, the BR changed its monetary policy by implementing an inflation targeting strategy after October 2000 in Colombia. This change reveals that the intervention interest rate reacted prevalently to changes in the output gap in regime 1 (NIT), which coincides with the pre-inflation targeting period, while it did not react to the output gap in regime 0, which coincides with the inflation targeting period. In addition, when the BR implemented the target inflation rate strategy in October 2000, it generated a monetary policy that reacted strongly to changes in inflation and is compatible with the Taylor principle, something that did not occur in regime 1. Ideally, in order to conclude that the BR satisfied the Taylor principle in regime 0 (IT), the confidence interval for this regime would have been one in which the lower bound was strictly greater than 1. However, the evidence shows that the interval at 90% confidence for $LR_\pi^0$ is $[0.16, 1.52]^*$ under bootstrapping standard errors, which clearly includes values that are positive but less than 1. Thus, while we cannot reject the hypothesis that in regime 0 the BR’s inflation-targeting policy satisfies Taylor’s principle, nor can we reject the possibility that it is not satisfied because we cannot reject null hypotheses where $LR_\pi^0 < 1$. Our analytical results show that Taylor’s principle cannot be satisfied if the inflation rate is highly persistent as a time series. Hence a unit root behavior or the inflation rate is evidence that Taylor’s principle is not satisfied.
Moreover, as mentioned in the literature review, Murray et al. (2008) argue that the inflation rate should be a stationary time series under inflation targeting precisely because a central bank, by satisfying the Taylor principle, must react by intervening in the inflation rate more than proportionally to changes in the inflation rate, an argument consistent with our analytical results. This observation enables an indirect strategy for verifying whether the BR had implemented a monetary policy consistent with the Taylor principle after October 2000: we must verify that after October 2000 Colombia’s inflation rate is a weakly stationary time series.

Figure 2 shows that Colombia’s annual inflation rate appears to behave differently before and after the year 2000. Before 2000, double-digit inflation was rapidly decreasing while after 2000, according to the figure, it began to fall more slowly and remained stable at a 1-digit rate. This appears to suggest that 2000 is a year of regime switching consistent with what has been found above.

To indirectly verify the hypothesis that after 2000 the Bank of the Republic of Colombia began to satisfy the Taylor principle with a change to an IT policy, we must verify that the inflation rate should have a unit root in the regime that prevailed before October 2000 and then becomes a weakly stationary time series in the regime that prevailed after October 2000. To do this, a unit root test is implemented for a Markov-switching model following Camacho (2010), using a
Table 4. ADF test for inflation rate under a Markov switching process

<table>
<thead>
<tr>
<th>Variables</th>
<th>Regime 0</th>
<th></th>
<th></th>
<th>Regime 1</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>Std. error</td>
<td>t statistic</td>
<td>Coefficient</td>
<td>Std. error</td>
<td>t statistic</td>
</tr>
<tr>
<td>$\Delta \pi_{t-1}$</td>
<td>0.519</td>
<td>0.185</td>
<td>2.81</td>
<td>-0.02</td>
<td>0.112</td>
<td>-0.24</td>
</tr>
<tr>
<td>$\Delta \pi_{t-2}$</td>
<td>0.277</td>
<td>0.254</td>
<td>1.10</td>
<td>-0.10</td>
<td>0.11</td>
<td>-0.93</td>
</tr>
<tr>
<td>$\Delta \pi_{t-3}$</td>
<td>0.381</td>
<td>0.177</td>
<td>2.15</td>
<td>-0.18</td>
<td>0.088</td>
<td>-2.07</td>
</tr>
<tr>
<td>$\pi_{t-1}$</td>
<td>-0.455</td>
<td>0.116</td>
<td>-3.39</td>
<td>0.07</td>
<td>0.018</td>
<td>4.05</td>
</tr>
<tr>
<td>Trend</td>
<td>-0.0015</td>
<td>0.001</td>
<td>-3.93</td>
<td>0.003</td>
<td>0.001</td>
<td>3.32</td>
</tr>
<tr>
<td>Constant</td>
<td>0.132</td>
<td>0.0343</td>
<td>3.83</td>
<td>-0.021</td>
<td>0.003</td>
<td>-5.72</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.0013</td>
<td></td>
<td></td>
<td>0.0052</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Statistical significance at 10%; Bootstrapping with 2000 replicas

Table 4 shows the results of the estimation under maximum likelihood, while Table 5 reports the test of the hypothesis in question using standard errors under a bootstrapping procedure with 2,000 replicas, which is a more conservative procedure. According to Table 4 the coefficient associated with $\pi_{t-1}$ is the DF unit root test. As seen the $t$ stat is -3.39 for regime 0 while it is 4.05 for regime 1. Hence, according to the Dickey-Fuller table we can reject at the 10% level that in regime 0 there is a unit root while we cannot reject at the 10%

23. See Appendix B.
level that in regime 1 the inflation rate has a unit root. This same conclusion is obtained with bootstrapping standard errors as reported in Table 5, since the p value of the null for regime 0 is 0.03, which indicates that there is evidence to reject the null hypothesis of the existence of a unit root in this regime at a significance level of 10%, while the p value for regime 1 is 0.88, which supports the conclusion that there is no evidence to reject the null even at the 10% level that in this regime the inflation rate exhibits a unit root or stochastic trend.

In addition, the filtered probabilities or occurrence probabilities for the two regimes are estimated and shown in Figure 3. As can be observed, each of the two regimes is present in the entire period analyzed, although starting in 2000 the more prevalent regime is regime 0, which, as shown earlier, coincides with the adoption of inflation targeting by the BR, and in which the null hypothesis that the inflation rate has a unit root can be rejected. Likewise, regime 1 prevails before October 2000, when the BR followed a regime of no inflation targeting, and we find that in this regime the inflation rate exhibits a unit root and therefore the Taylor principle is not satisfied.

**Figure 3. Regime 0 occurrence probabilities**

![Figure 3](image)

It is the prevalence of regime 0 after October of 2000 in the unit root test that gives us the confidence to argue that this is the regime closest to the IT regime identified above given that the Markov switching unit root test is independent of the previous estimation procedure. Hence,
the evidence provides greater certainty that the regime switching in the BR’s monetary policy after October 2000 satisfies the Taylor principle precisely because after implementation of the IT monetary policy the prevailing regime is compatible with the inflation rate being a stationary time series.

This result allows us to conjecture, although with great prudence, that if the BR had not adopted the IT policy in October 2000 the inflation rate would have continued to be a time series with a stochastic trend or unit root. This surely would have had repercussions for the effectiveness of the BR’s monetary policy in controlling inflationary shocks, because persistent series exhibit unpredictable and sometimes volatile behavior over time. Overall, our results support the idea that an IT policy is beneficial for small open countries like Colombia because it enables central banks to control inflationary shocks by maintaining the inflation rate stable at low levels in a credible way.

7. Concluding Remarks

This article has proposed and developed an optimal Taylor rule for an open economy that arises from a loss function optimization problem of a central bank that is concerned with deviations of inflation from its target, the economic cycles represented by the output gap, the desire to smooth the intervention rate and the deviation from the real exchange rate relative to a long-term goal. This optimal monetary policy is framed within a model with an intertemporal IS curve, an aggregate supply curve or Phillips curve, Fisher’s equation and an interest rate parity condition, because the economy is small and open. The optimal Taylor rule has as a special case the original ad hoc Taylor rule for a closed economy as in Taylor (1993). Conditions are found under which Taylor’s principle is more likely to be satisfied in the optimal Taylor rule for an open economy in which the inflation rate is not persistent over time. This shows that an inflation rate that has a unit root or a stochastic trend should not satisfy the Taylor principle.

Once the optimal Taylor’s rule is obtained in its reduced form, it is estimated in a Markov-switching model for Colombia between 1990 and 2011 because the Bank of the Republic adopted an inflation targeting monetary policy midway through this period, in October 2000. We do not impose this potential structural change exogenously; rather, we allow the methodology to estimate for us the number of
regimes in the period studied. We find two different regimes in the period studied, consistent with a change in the parameters of the optimal Taylor rule with respect to the inflation rate and the output gap, after the inflation targeting policy is adopted in October 2000. Evidence is found that in both regimes, the Bank of the Republic exhibits behavior that is diametrically opposed in terms of the way in which the intervention interest rate reacts to changes in the inflation rate and output gap. In one regime, which prevails before October 2000 and is labeled regime with no inflation targeting, the Bank of the Republic implements a monetary policy where the intervention interest rate reacts only statistically to changes in the output gap. In the other regime, which prevails after October 2000 and is labeled as a regime with inflation targeting, the intervention interest rate reacts only statistically to changes in the inflation rate. Moreover, we find that in the regime with inflation targeting, Taylor’s principle can be, but is not necessarily, satisfied statistically.

Our analytical results show that an inflation rate that has a unit root or a stochastic trend should not satisfy the Taylor principle. Moreover, this analytical argument confirms the insight of Murray et al. (2008) who argue that Taylor’s principle is associated with a central bank’s behavior consistent with inflation that follows a stationary path over time. Hence, a unit root test is carried out for a Markov-switching model to study the relationship between Taylor’s principle and the stationarity of the inflation rate. The Dickey-Fuller unit root test is carried out in a two-state Markov-switching model given the results that were obtained when the optimal Taylor rule was estimated. After October 2000, the test shows that the regime that is predominant has an inflation rate that is weakly stationary, while before October of 2000 the predominant regime has an inflation rate with unit root behavior. This additional empirical evidence provides greater certainty that the inflation targeting regime generated a policy that very likely satisfies the Taylor principle. These results support the idea that an inflation targeting policy is beneficial to small open countries like Colombia because it enables central banks to control inflationary shocks by maintaining the inflation rate at low rates in a credible way.
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APPENDIX A

Derivation of the optimal Taylor rule for an open economy

Consider the following Lagrangian function:

\[
\min_{(\pi_t, x_t, e_t)} E_t \left\{ \sum_{t=0}^{\infty} \beta^t \left\{ \frac{L_t}{2} + \phi_1 \left[ x_t - x_{t+1} - \delta x_{t-1} + \sigma \left( i_t - \pi_{t+1} - r^n \right) - \alpha_i e_t - \gamma x_t^* - \varepsilon_{1t} \right] + \phi_2 \left[ \pi_t - \beta \pi_{t+1} - \gamma \pi_{t-1} - k x_t - \alpha_2 e_t - \varepsilon_{2t} \right] \right\} \right\}
\]

which corresponds to the problem of minimizing (11) subject to (2) and (3) where we assume \( \phi_{jt} \equiv \phi_j \neq 0 \) for all \( t \) and \( j = 1, 2 \). The loss function is a quadratic function and the restrictions are linear, so the following first-order conditions are necessary and sufficient to resolve the optimization problem.

\[
\begin{align*}
ii: & \quad 0 = \frac{\partial L_t}{\partial \pi_t} = -\beta^{t+1} \phi_2 \gamma + \beta^t \left( \pi_t - \pi^* + \varphi_2 \right) + \lambda_3 \left( i_{t-1} - i_{t-1}^* \right) - \left( \pi_t - \pi_t^* \right) - \varphi_{t-1} - \beta^{t-1} \left[ \sigma \phi_1 + \phi_2 \beta \right] = 0 \\
\end{align*}
\]

\[
ii: \quad 0 = \frac{\partial L_t}{\partial x_t} = -\beta^{t+1} \phi_1 \delta + \beta^t \left( \lambda_1 x_t + \phi_1 - k \phi_2 \right) - \beta^{t-1} \phi_1 = 0 \\
\]

\[
ii: \quad 0 = \frac{\partial L_t}{\partial i_t} = \beta^t \left[ \lambda_4 \left( i_t - i_{t-1} \right) + \phi_1 \sigma \right] + \beta^{t+1} \lambda_3 \left( i_{t-1} - i_{t-1}^* \right) - \left( \pi_t - \pi_t^* \right) - \varphi_{t-1} - \lambda_4 \left( E_t i_{t+1} - i_t \right) = 0 \\
\]

\[
ii: \quad 0 = \frac{\partial L_t}{\partial e_t} = \beta^t \left[ \lambda_2 \left( e_t - e^n \right) - \phi_1 \alpha_1 - \phi_2 \alpha_2 \right] = 0 \\
\]

From (A1) and (A2) we solve for \( \phi_2 \). We then equalize both equations to solve for \( \phi_1 \) as:

\[
\phi_1 \equiv m_1 \left[ \left( \pi_t - \pi^* \right) + \lambda_3 \left( i_{t-1} - i_{t-1}^* \right) - \left( \pi_t - \pi_t^* \right) - \varphi_{t-1} \right] + n_1 x_t \\
\]

where \( m_1 \) and \( n_1 \) are functions of the parameters given by
and where we assume that the parameters satisfy

\[ \sigma k \neq \beta \gamma [1 - \beta (1 - \beta \delta)] \]  

(A7)

Returning to find \( \phi_2 \) we obtain

\[
\phi_2 = m_2 \left[ (\pi_t - \bar{\pi}) + \lambda_3 \left( (i_{t-1} - i_t) - (\pi_t - \pi_t^*) - \varphi_{t-1} \right) \right] + n_2 x_t 
\]  

(A8)

where

\[
m_2 = -\frac{1 - \beta (1 - \beta \delta)}{\sigma k - \beta \gamma [1 - \beta (1 - \beta \delta)]}; \quad n_2 = \frac{\sigma \lambda_1}{\sigma k - \beta \gamma [1 - \beta (1 - \beta \delta)]} \]  

(A9)

Now, from (A3) we can solve for \( \phi_1 \) which when equalized with the expression in (A5) and reorganized, generates:

\[
\pi_t - \bar{\pi} = \frac{\beta \lambda_4 \left[ E_t i_{t+1} - i_t - \lambda_3 \left( i_{t-1} - i_t^* - (\pi_t - \pi_t^*) - \varphi_{t-1} \right) \right]}{\sigma m_1} - \frac{\lambda_4 (i_t - i_{t-1})}{\sigma m_1} 
\]  

(A10)

From (A4) we can solve for \( e_t \), in which the values of \( \phi_1 \) and \( \phi_2 \) are replaced to obtain

\[
e_t = e^n + \frac{\alpha_1 m_1 + \alpha_2 m_2}{\lambda_2} [\pi_t - \bar{\pi} + \lambda_3 \left( i_{t-1} - i_t^* - (\pi_t - \pi_t^*) - \varphi_{t-1} \right)] \\
+ \frac{\alpha_1 n_1 + \alpha_2 n_2}{\lambda_2} x_t 
\]  

(A11)

Replacing \( \pi_t - \bar{\pi} \) from Equation (A10) in (A11) we obtain a simple expression that enables reduction of the four first-order conditions (A1), (A2), (A3) and (A4) in a single equation without the endogenous variables \( \phi_1 \) and \( \phi_2 \):
From Equation (3) we can solve for \( E_t \pi_{t+1} \), which is inserted in (2) and then inserted in (A12) which generates the structural optimal Taylor rule that has as its reduced form Equation (12):

\[
e_t = e^n + \frac{\alpha_1 m_1 + \alpha_2 m_2}{\lambda_2} \left[ \beta \lambda_4 \left( E_t i_{t+1} - i_t - \lambda_3 (i_{t-1} - i_{t-1}^*) \right) \sigma m_1 \right.
\]
\[
+ \frac{\beta \lambda_4 (- (\pi_t - \pi_t^*) - \phi_{t-1} - \lambda_3 (i_t - i_{t-1}))}{\sigma m_1} \left. + \lambda_3 (i_{t-1} - i_{t-1}^*) - (\pi_t - \pi_t^*) - \phi_{t-1} \right] + \frac{\alpha_1 n_1 + \alpha_2 n_2}{\lambda_2} \chi_i
\]

(A12)

where structural parameters are shown explicitly associated with the variables and the parameter \( \Gamma \) is defined as follows:

\[
\Gamma \equiv 1 + \left( \frac{\alpha_1 m_1 + \alpha_2 m_2}{\sigma m_1 \lambda_2} \right) \left( \frac{\alpha_1}{\sigma} - \frac{\alpha_2}{\beta} \right) \lambda_4 (1 + \beta)
\]
Linear dynamic system

We can rewrite the model recursively as a discrete linear dynamic system to show the existence and uniqueness of a steady state. Under $\varepsilon_{1t} = \varepsilon_{2t} = 0$ the model can be written as a second-order, non-homogeneous linear system as follows:

$$A_0 Z_{t+1} = AZ_t + BZ_{t-1} + C$$  \hspace{1cm} (A14)

where $A_0$, $A$, $B$ are 8x8 matrices while $C$ is an 8x1 matrix, and we define

$$Z_{t+1} = \begin{bmatrix} E_t x_{t+1} \\ E_t \pi_{t+1} \\ E_t \bar{r}_{t+1} \\ E_t e^{*}_{t+1} \\ E_t \pi^{*}_{t+1} \\ E_t r^{*}_{t+1} \\ E_t \phi_{t+1} \end{bmatrix}.$$

A convenient way to analyze the system is to transform it into a non-homogenous first order linear system. For this, define $Z_{t+1} \equiv Y_t$ such that $Z_{t+2} \equiv Y_{t+1}$ and we can rewrite the second-order system (A14) as

$$HW_{t+1} = MW_t + N$$  \hspace{1cm} (A15)

where $W_t = \begin{bmatrix} Y_t \\ Z_t \end{bmatrix}$, $H = \begin{bmatrix} A_0 & 0 \\ 0 & I_8 \end{bmatrix}$, $M = \begin{bmatrix} A & B \\ I_8 & 0 \end{bmatrix}$, $N = \begin{bmatrix} C \\ 0 \end{bmatrix}$.

Note that $I_8$ is an 8x8 identity matrix, $W$ is a 16x1 vector, $H$, and $M$ are 16x16 matrices and $N$ is a 16x1 vector.

Existence and uniqueness of the steady state

**Proposition 3.** The dynamic system (A15) has a unique steady state if $\sigma k = 1 - \beta (1 - \beta \delta)$, $1 > \beta + \gamma$, $\gamma \in (-1,1)$, $0 > \alpha_1 \beta^2 \gamma > \alpha_2 \sigma$, $\lambda_2 \leq \beta \lambda_3^2$ and
\[ \lambda_1 < \min \left\{ \frac{k^2 \left[ \lambda_3 (2 - \beta \gamma) \right] + 1}{\beta \gamma (1 - \beta - \gamma)}, \frac{k (1 - \beta \delta) (1 - \beta) (\lambda_3 (2 - \beta \gamma) + 1)}{(1 - \gamma) \sigma \beta \gamma} \right\} \]

**Proof:** To prove this result, note that in steady state we have \( W_t = \bar{W} \) for all \( t \) in (A15). Therefore, to prove the existence and uniqueness of the steady state of the dynamic system, we must find the conditions that guarantee that \( [H - M]^{-1} \) exists such that a steady state exists in the sense \( \bar{W} = [H - M]^{-1}N \) exists. A sufficient condition such that \( \bar{W} \) exists is that

\[ \text{det} [H - M] \equiv \text{det} [H - M] \neq 0. \]

Therefore, we consider developing the determinant of \( [A_0 - A - B] \).

This determinant can be obtained using the cofactors method on the rows or columns with the greatest quantity of zeros which leads to obtaining \( |A_0 - A - B| = G \cdot |S| \), where \( G \) is the scalar given by

\[ G \equiv (\rho_{\varphi,1} + \rho_{\varphi,2} - 1)(\rho_{z,1} + \rho_{z,2} - 1)(\rho_{\pi,1} + \rho_{\pi,2} - 1). \]

and \( S \equiv [s_1 \ s_2 \ s_3 \ s_4], \) is a 4x4 matrix where

\[
s_1 = \begin{bmatrix}
\delta - k \frac{\sigma}{\beta} \\
k \\
- \frac{\sigma m_1}{\beta \lambda_4} \\
- \frac{1}{\lambda_2} (n_1 \alpha_1 + n_2 \alpha_2)
\end{bmatrix}, \quad s_2 = \begin{bmatrix}
\frac{\sigma}{\beta} (1 - \gamma) \\
1 - \frac{1}{\beta} (1 - \gamma) \\
- \frac{\sigma m_1}{\beta \lambda_4} \left( \lambda_3 \left( \frac{1}{\sigma m_1} \right) + 1 \right) \\
- \left( \frac{m_1 \alpha_1}{m_2 \alpha_2} + \frac{1}{\lambda_2} \right)
\end{bmatrix}.
\]

24. Let \( A \) be a matrix that can be partitioned into four submatrices \( A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \). Hence, the determinant of \( A \) is given by \( |A| = |A_{22}| \cdot |A_{11} - A_{12}^T A_{22}^{-1} A_{21}|. \)
The linearity of the system implies that the steady state is unique. Therefore, we conclude that all terms are strictly negative under the proposition’s assumptions; therefore we can use the cofactors method to develop the determinant of $S$ by its third column $s_3$ which yields the determinant of $S$ in Equation (A16) after replacing the constants $m_i$ and $n_i$ for $i = 1, 2$ from equations (A6) and (A9) as well as heavy manipulation.

Under the assumptions given by Equations (8) and (9) in the set-up of the model we obtain $G \neq 0$ and therefore we only need to find the conditions that yield $|S| \neq 0$. Thus, we use the cofactors method to develop the determinant of $S$ by its third column $s_3$ which yields the determinant of $S$ in Equation (A16) after replacing the constants $m_i$ and $n_i$ for $i = 1, 2$ from equations (A6) and (A9) as well as heavy manipulation. All terms are strictly negative under the proposition’s assumptions; therefore we conclude that the determinant of $S$ is negative and hence different from zero, implying that there is a steady state of the linear dynamic system (A15). The same linearity of the system implies that the steady state is unique.
APPENDIX B

Unit root test for inflation

Equation (B1) bellow presents, for the inflation rate, the auxiliary regression of the augmented Dickey-Fuller test, under a Markov switching process. In this case, the coefficients and variances are state dependent; in other words, they are governed by a stochastic and unobserved state variable $S_t \in \{0,1\}$:

$$
\Delta \pi_t = \rho_{S_t} \pi_{t-1} + C_{S_t} + \theta_{S_t} t + \sum_{j=1}^{K} \eta_{S_t} \Delta \pi_{t-j} + \nu_t
$$

(B1)

This state variable follows a Markov order process, one whose probabilities of transition are defined by:

$$
Pr[S_t = 0|S_{t-1} = 0] = p,
Pr[S_t = 1|S_{t-1} = 0] = q,
Pr[S_t = 1|S_{t-1} = 1] = 1 - p
$$

and

$$
Pr[S_t = 0|S_{t-1} = 1] = 1 - q.
$$

The unit root test is based on the $t$ statistic corresponding to the coefficient $\rho_{S_t}$ associated with the variable $\pi_{t-1}$. The null hypothesis is the existence of the unit root, that is, $H_0: \rho_{S_t} = 0$ versus the alternative $H_1: \rho_{S_t} < 0$, that is, a stationary process. It should be pointed out that this statistic is calculated as the ratio of the estimated coefficient and its standard deviation, derived from the negative inverse of the Hessian matrix of the likelihood function evaluated at the maximum (see Camacho, 2010 and Hall et al., 1999). The construction of the unit root test for the existence of a unit root in the inflation rate, where there are two economic regimes during the period of study, requires taking the following steps:

1) Equation (B1) must be estimated under the null hypothesis and its disturbances must be grouped into two exclusive subsets. The subset assignment scheme is carried out through the filtered probabilities of transition.
   
a) Subset $A_1$ corresponds to the residuals associated with regime 0.
   
b) Subset $A_2$ corresponds to the residuals associated with regime 1. where $A_1 \cap A_2 = \emptyset$.

2) A number $B$ of vectors $A^b$ are generated, where $b = 1,\ldots,B$ are disturbances of the same sample size. With that objective,
we construct subvectors \( \mathbf{A}_1 \) and \( \mathbf{A}_2 \) where \( b = 1, \ldots, B \) under sampling with repetition of subsets \( \mathbf{A}_1 \) and \( \mathbf{A}_2 \), respectively. Respecting the position of the state associated with the filtered probabilities, the union of the subvectors results in the vector sought out, \( \mathbf{A}^b \) for \( b = 1, \ldots, B \).

3) A dichotomous state variable \( S^b(t) \) is generated that is associated with the states suggested by the series of filtered transition probabilities.

4) B realizations are generated of variable \( \pi^b \), \( b = 1, \ldots, B \) using the disturbances in step 2.

For all \( b = 1, \ldots, B \)

\[
\Delta \pi_t^b = C_0 \left( 1 - S_t^* \right) + C_1 S_t^* + \theta_0 \left( 1 - S_t^* \right) + \theta_1 S_t^* t + \sum_{j=1}^{K} \left[ \eta_{j0} \left( 1 - S_t^* \right) \Delta \pi_{t-j} + \eta_{j1} S_t^* \Delta \pi_{t-j} \right] + e_t^b
\]

5) Equation (B1) is estimated for each of the \( \Delta \pi_t^b \) and the \( t \)-statistics associated with the coefficient that accompanies \( \pi_{t-1}^b \) are stored in a vector of size \( B \times 1 \). It should be pointed out that the \( t \)-statistic is constructed with the standard deviations from the negative of the inverse of the Hessian matrix associated with the optimization procedure that maximizes the likelihood function.

6) The \( p \)-value of the unit root test for each state corresponds to the percentage of \( t \) statistics found below the original statistic \( t_{0^*} \), Equation (B1).